Multiagent Task Allocation and Planning with
Multi-Objective Requirements
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- Allocate multiple tasks to multiple agents.

- Introduce a team MDP model to solve task
allocation and planning as a reachability problem.
Switch transitions pass control to next agent
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This is powerful because taking the union of MDP
product models exponentially reduces the state space.

We then introduce an algorithm to exploit the team
structure.

- Comparison with conventional model.
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*MAMDP — Multiagent Markov Decision Process Thomas Robinson, Guoxin Su, Minjie Zhang "



