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Temporal-based Triple Retrieval 
(TTR) Algorithm

Conversation Examples

we propose a graph-based adaptive 
conversational agent model which is capable 
of learning knowledge from human beings 
and adapting the knowledge-base according 
to human-agent interactions. Studies to 
evaluate the proposed model are conducted 
and presented, which compare the 
responses from the proposed adaptive agent 
model and a conventional agent. 

Abstract

To address the limitations of existing 
Conversational Agents, we propose a novel 
conversational agent model, named Graph-
based Self-adaptive Conversational Agent 
(GSCA). The proposed model enables the 
agents to learn from the human-agent 
interactions, continuously enriching the 
knowledge base. We represent agents’ 
knowledge base as a dynamic and 
transparent knowledge graph, where the 
nodes denote key entities and links that 
describes the semantic relationship. On top 
of that, to obtain appropriate responses, we 
develop a temporal-based triple extraction 
algorithm for GSCA, where Google T5 has 
been utilized for text generation. 

Introduction

• GSCA is capable of retaining and
recalling knowledge obtained from the
conversations.

• GSCA has the automatic adaptive skill;
notably, it carries memory and
knowledge, also consider the time-
series context.

• GSCA's knowledge base can be revise
and updated without retraining.

Advantages of GSCA
Semantic triples will be extracted using 
information extraction techniques. Triples 𝐹 = 
{𝑓1, 𝑓2, ..., 𝑓𝑛 }, 𝑛 ∈ ℕ can be represented as a 
collection of facts, and each fact comprises 
three entities 𝜀, i.e.,   𝑓𝑥 = (ℎ𝑥, 𝑟𝑥, 𝑡𝑥), 𝑓𝑥 ∈ 𝐹, 
where ℎ𝑥, 𝑟𝑥, and 𝑡𝑥 represent head, relation 
and tail of 𝑓𝑥, respectively. In GSCA, each
entity 𝜀 ∈ {ℎ, 𝑟, 𝑡}, has been granted with
enriched features, including the last accessed 
time 𝜏𝜀 , frequency of being visited 𝜔𝜀 and 
attention degree 𝜂𝜀. Specifically, the attention 
degree of any entity 𝜂𝜀 can be derived by using 
a time decay function, i.e., 𝜂𝜀 = 𝑒 −𝛼 𝛥𝜏 , 𝛼 > 0, 
where 𝛥𝜏 = 𝜏𝜀 − 𝜏𝑛𝑜 𝑤 and 𝛼 describes a 
constant controlling the degree of decay. 

GSCA Framework
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• Vectorized entities of a fact:  
𝑓!! = 𝑣 ℎ𝑥 , 𝑣(𝑟!), 𝑣(𝑡!))

where 𝑣 (.) indicates a function, converting a 
token into a vector. 

• Estimate the distance between the 
hypothesis triple and existing triples:

𝑑𝑖𝑠 𝑓" , 𝑓# =;
$∈ &,(,)

𝑤ℇ · 𝑠𝑖𝑚(𝑣(𝜀𝑖),𝑣(𝜀𝑗))

Where 𝑠𝑖𝑚(𝜀𝑖,𝜀𝑗) denotes the cosine similarity 
between 𝜀𝑖 and 𝜀𝑗 : 

𝑠𝑖𝑚(𝜀" , 𝜀#) =
𝑣 𝜀" · 𝑣(𝜀# )

𝑣 𝜀" || × 𝑣 𝜀# ||

While 𝑤$ balances the trade-off among ℎ , 𝑟
and 𝑡. With a restriction of  ∑$∈ &,(,) 𝑤ℇ = 1.

• The agent identifies potential answer 
triples with extracted triples and the 
connected siblings. Given hypothesis triple 
𝑓𝑖 , the confidence score of an identified 
triple. 𝑓# = (ℎ# , 𝑟# , 𝑡#) can be derived from 
distance 𝑑𝑖𝑠(𝑓" , 𝑓#), normalized frequency of 
being accessed 𝜔ˆ𝜀 and attention degree of 
the entity 𝜂𝜀, where. 𝜀 𝜖 ℎ# , 𝑟# , 𝑡# .


