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Goal
No. of healthcare 

workers much less 

than the no. of 

beneficiaries.

The engagement 

dynamics of the 

beneficiaries are 

unknown.

Post-intervention 

improvements in 

engagements are 

uncertain.

Decisions taken at a 

timestep impacts the 

behavior of all the 

beneficiaries in the 

next timesteps. 

Model: Restless Multi-Armed Bandits Empirical Analysis
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Conclusion: WIQL outperforms existing methods.


